Midterm 1: Patrick Kim
Section 1.1: Systems of Linear Equations
Definitions
· Linear equation
· a1x1 + a2x2 + … + anxn = b
· Organization of coefficients and variables with a solution ‘b’
· System of linear equations
· Collection of multiple linear equations
· Solution of a system
· (s1, s2, … ,sn)
· List of numbers that make each equation a true statement when the s values are substituted for the x variables
· Solution set
· Set of all possible solutions of a linear system
· Equivalent linear systems
· 2 linear systems with the same solution set
· Consistent system
· 1 solution or infinitely many solutions
· Inconsistent system
· No solution for a specific input
· Existence
· Does a solution set exist?
· Uniqueness
· If a solution exists, is there more than one solution?

Key Notes
· A system of linear equations has either:
· No solution
· Exactly one solution
· Infinitely many solutions
· Matrix notation
· Rectangular format that contains info of a linear system
· Example system
·  1x1 - 2x2 + x3 = 0
· 0x1 + 2x2 - 8x3 = 8
· 5x1 + 0x2 - 5x3 = 10
· Coefficient matrix
· [image: {"id":"1","code":"$$\\begin{bmatrix}\n{1}&{-2}&{1}\\\\\n{0}&{2}&{-8}\\\\\n{5}&{0}&{-5}\\\\\n\\end{bmatrix}$$","font":{"color":"#000000","size":11,"family":"Lora"},"type":"$$","aid":null,"backgroundColor":"#ffffff","backgroundColorModified":null,"ts":1631650309079,"cs":"aJrRMp8u8Yokz0we/5nHZw==","size":{"width":84,"height":56}}]
· Augmented matrix
· [image: {"backgroundColor":"#ffffff","font":{"color":"#000000","size":11,"family":"Lora"},"type":"$$","backgroundColorModified":null,"code":"$$\\begin{bmatrix}\n{1}&{-2}&{1}&{0}\\\\\n{0}&{2}&{-8}&{8}\\\\\n{5}&{0}&{-5}&{10}\\\\\n\\end{bmatrix}$$","id":"2","aid":null,"ts":1631650353019,"cs":"v4oRK1dgVzVQa/lZIATjkQ==","size":{"width":114,"height":56}}]
· Size of a matrix
· m x n
· m: rows
· n: columns
· Row reduction operations
· Replacement
· Eliminating elements (making them 0) by comparing two rows and scaling one of them
· Interchange
· Swapping rows
· Scaling
· Usually done to make a leading entry into one
· Goal of row reduction: to create an echelon form or RREF
· Triangle of 0’s

Section 1.2: Row Reduction and Echelon Forms
Definitions
· Non-zero row/column
· Row or column with at least one nonzero entry
· Zero row/column
· Row or column with all zeros
· Leading entry
· Leftmost nonzero entry in a row
· Row reduced echelon form (RREF)
· A simplified matrix that represents a potential solution set for a linear system
· Each matrix has only one RREF
· Pivot position
· Location in a matrix that corresponds to a leading 1 in RREF
· Pivot column
· Column that contains a pivot position
· Basic/leading variables
· Variables that correspond to a pivot
· Basic variables have an exact value for a solution set
· Free variables
· Variables that do not correspond to any pivots and pivot columns
· Can be assigned any value for a consistent linear system
· Overdetermined system
· # of rows > # of columns
· System of linear equations with more equations than unknowns
· Can be consistent
· Can have a unique solution
· [image: {"code":"$$\\begin{bmatrix}\n{1}&{0}&{0}\\\\\n{0}&{0}&{0}\\\\\n{0}&{1}&{0}\\\\\n{0}&{0}&{0}\\\\\n{0}&{0}&{1}\\\\\n\\end{bmatrix}$$","type":"$$","backgroundColorModified":null,"backgroundColor":"#ffffff","aid":null,"font":{"color":"#000000","family":"Lora","size":11},"id":"10","ts":1631684751548,"cs":"1EYrFMWKok2c5mm9BzvIoA==","size":{"width":61,"height":97}}]
· Underdetermined system
· # of columns > # of rows
· System of linear equations with more unknowns than equations
· Can never have a unique solution (always a free variable)
· If system is consistent -> infinite solutions
· If system is inconsistent -> no solution
· [image: {"backgroundColorModified":false,"type":"$$","code":"$$\\begin{bmatrix}\n{1}&{0}&{0}&{0}&{0}\\\\\n{0}&{0}&{1}&{0}&{0}\\\\\n{0}&{0}&{0}&{0}&{1}\\\\\n\\end{bmatrix}$$","aid":null,"backgroundColor":"#ffffff","id":"12","font":{"color":"#000000","family":"Lora","size":11},"ts":1631684899555,"cs":"kP0qnnZsHOAAbQ4aREmyKw==","size":{"width":106,"height":56}}]

Key Notes
· Echelon Form of a Matrix
· 3 Properties:
1. All zero rows are at the bottom
2. Each leading entry (non-zero entry) of a row is to the right of any leading entries in the row above it (if any)
3. Below a leading entry, all entries are 0
· RREF
· All leading entries are 1’s
· There are 0’s above and below each leading 1
· A matrix can be in neither echelon form nor RREF
· This means that more row reduction needs to be done
· Uniqueness of the RREF
· Each matrix is row equivalent (has same solution set) to one and only one reduced echelon matrix
· A matrix has only one RREF matrix
· Inconsistent systems have empty solution sets
· Existence and Uniqueness Theorem
· A linear system is consistent if and only if the rightmost column of the augmented matrix is not a pivot column
· No row of the form:
· [0 0 0 0 0 | b] with b non-zero
· If a linear system is consistent, the solution set has either:
· Unique solution (no free variables)
· Infinitely many solutions (at least one free variable)

Section 1.3: Vector Equations
Definitions
· Vector
· An ordered list of numbers
· Rn
· R: collection of all lists of n real numbers
· n: number of entries (rows) in the vector
· Zero vector: 0
· Vector with all entries 0
· Linear combination
· Given vectors {v1, v2, …, vp} in Rn and given scalars {c1, c2, …, cp}, a vector y defined by		y = c1v1 + c2v2 + … + cpvp	is a linear combination
· Span{v1 … vp}
· Collection of all vectors that can be written in the form
c1v1 + c2v2 + … + cpvp

Key Notes
· Vectors in Rx
· R2 vector: [image: {"aid":null,"id":"3","type":"$$","font":{"color":"#000000","size":11,"family":"Lora"},"backgroundColorModified":null,"backgroundColor":"#ffffff","code":"$$\\begin{bmatrix}\n{a}\\\\\n{b}\\\\\n\\end{bmatrix}$$","ts":1631667814187,"cs":"W7aVCNBSjg3eBC016F60VQ==","size":{"width":16,"height":34}}]
· R3 vector: [image: {"backgroundColor":"#ffffff","backgroundColorModified":null,"type":"$$","id":"4","font":{"size":11,"color":"#000000","family":"Lora"},"aid":null,"code":"$$\\begin{bmatrix}\n{a}\\\\\n{b}\\\\\n{c}\\\\\n\\end{bmatrix}$$","ts":1631667847218,"cs":"1I5fFR+5/YnIhTaIgrPY1g==","size":{"width":17,"height":56}}]
· Vectors in R2 can be represented as a line to a point in a 2D space
· Vectors in R3 can be represented as a line to a point in a 3D space
· Graphically adding vectors in R2
· Add “tip to tail”
· Algebraic properties of Rn
· For all u, v, w in Rn and all scalars c & d:
i. u + v = v + u			v. c (u + v) = cu + cv
ii. (u + v) + w = u + (v + w)	vi. (c + d) u = cu + du
iii. u + 0 = 0 + u = u		vii. c (du) = (cd) u
iv. u + (-u) = -u + u = 0	viii. 1u = u
· A vector equation	x1a1 + x2a2 + … + xnan = b	has the same solution set as the linear system whose augmented matrix is		[a1 a2 .. an | b]
· b can be generated by a linear combination of a1, …, an if and only if there exists a solution (weights: x1, …, xn) to the linear system corresponding to the matrix
· If v1 … vp are in Rn, then the set of all linear combinations of v1 … vp is denoted by Span{v1 … vp} and is called the subset of Rn spanned by v1 … vp
· Span{v1 … vp}: collection of all vectors that can be written in the form
			c1v1 + c2v2 + … + cpvp
· Is vector b in Span{v1, …, vp}? == does x1v1 + x2v2 + … + xpvp = b have a solution?
· Solve [v1 … vp | b]
· Is b a linear combination of the vectors in {v1 … vp}?
· Is there a pivot in every row?

Section 1.4: The Matrix Equation Ax=b
Definitions
· Identity matrix
· The “one” of multiplying matrices
· Outputs the same input
· x ∈ Rn
· x is a vector with n elements
Key Notes
· Star Equation
· Ax = [image: {"font":{"size":11,"color":"#000000","family":"Lora"},"type":"$$","code":"$$\\begin{bmatrix}\n{a1}&{a2}&{...}&{an}\\\\\n\\end{bmatrix}\\cdot\\begin{bmatrix}\n{x1}\\\\\n{x2}\\\\\n{...}\\\\\n{xn}\\\\\n\\end{bmatrix}$$","aid":null,"backgroundColorModified":null,"backgroundColor":"#ffffff","id":"5","ts":1631676290503,"cs":"Cq5RPTGL2uoHycjt36eFjg==","size":{"width":158,"height":76}}] = x1a1 + x2a2 + … xnan
· x: weights
· Ax is defined only if the number of columns in A == number of entries in x
· If A is an m x n matrix, with columns a1, … an, and if b is in Rm:
· Matrix equation == vector equation == augmented matrix for a linear system
· (Ax = b) == (x1a1 + x2a2 + … + xnan = b) == ([a1 a2 … an | b])
· Ax = b as a linear combination has two parts
1. A vector
2. x vector
· Span of the columns essentially means multiplying these two parts
· Ax = b has a solution if and only if b is a linear combination of the columns of A
· Logically equivalent statements for an m x n matrix A (all true or all false)
· For each b in Rm, the equation Ax = b has a solution
· Each b in Rm is a linear combination of the columns of A
· The columns of A span Rm
· A has a pivot position in every row
· If A is an m x n matrix, u & v are vectors in Rn, and c is a scalar, then:
· A(u + v) = Au + Av
· A(cu) = c(Au)

Section 1.5: Solution Sets of Linear Systems
Definitions
· Homogeneous linear system
· System of linear equations written in the form: Ax = 0
· Trivial solution
· x vector = 0
· Nontrivial solution
· x vector that satisfies Ax = 0 and has at least one non-zero element
· Nonhomogeneous linear system
· System of linear equations written in the form: Ax = b
· Where b != 0

Key Notes
· Homogeneous linear system (Ax = 0) always has at least one solution

· Trivial solution: x = 0
· Homogeneous system has a nontrivial solution if there is at least one free variable
· Implicit description of a plane
· 10x1 - 3x2 - 2x3 = 0
· Explicit description of a plane (Parametric Vector Equation)
· x = su + tv
· x: x vector
· s, t in R
· x = x2u + x3v
· x2 and x3 are free variables
· Parametric Vector Form for a consistent …
· Ax = b
· x = u + tv
· Ax = 0
· x = tv
· For a consistent Ax = b, the solution set of Ax = b is the set of all vectors of the form
w = p + vk
where p is a solution and vk is any solution of Ax = 0
· Writing a solution set in Parametric Vector Form
1. Row reduce the augmented matrix to RREF
2. Express each basic variable in terms of any free variable appearing in an equation
3. Write a typical solution x as a vector whose entries depend on the free variables
4. Decompose x into a linear combination of vectors using the free variables as parameters
a. Ex: [image: {"type":"$$","aid":null,"backgroundColorModified":null,"font":{"size":11,"family":"Lora","color":"#000000"},"code":"$$x\\,=\\,\\begin{bmatrix}\n{x_{1}}\\\\\n{x_{2}}\\\\\n{x_{3}}\\\\\n\\end{bmatrix}=\\begin{bmatrix}\n{4-3x_{3}}\\\\\n{-1+2x_{3}}\\\\\n{x_{3}}\\\\\n\\end{bmatrix}\\to\\begin{bmatrix}\n{4}\\\\\n{-1}\\\\\n{0}\\\\\n\\end{bmatrix}+x_{3}\\begin{bmatrix}\n{-3}\\\\\n{2}\\\\\n{1}\\\\\n\\end{bmatrix}$$","backgroundColor":"#ffffff","id":"6","ts":1631681062346,"cs":"VxeCyKV/pBfxsQXtZ9js9A==","size":{"width":293,"height":56}}]
							        [p]              [v]

Section 1.7: Linear Independence
Definitions
· Linearly independent
· Vector equation x1v1 + x2v2 + … + xpvp = 0 has only the trivial solution
· Matrix A has a pivot in every column
· No free variables
· Linearly dependent
· Vector equation c1v1 + c2v2 + … + cpvp = 0 where weights c1, … , cp are not all zero
· At least one free variable

Key Notes
· If a set of vectors is linearly independent, there are no free variables
· No free variables = pivot in every column
· If a set of vectors is linearly dependent, there is at least one free variable
· Quick facts
· If # of columns > # of rows, then {v1, …, vp} is linearly dependent
· [image: {"code":"$$\\begin{bmatrix}\n{1}&{0}&{0}\\\\\n{0}&{0}&{1}\\\\\n\\end{bmatrix}$$","type":"$$","backgroundColorModified":null,"font":{"family":"Lora","color":"#000000","size":11},"backgroundColor":"#ffffff","id":"7","aid":null,"ts":1631684328744,"cs":"1lMC9/V6813+3lHti+IHZg==","size":{"width":60,"height":34}}]: x2 is free
· If {v1, …, vp} is linearly independent, then # of rows ≥ # of columns
· [image: {"aid":null,"code":"$$\\begin{bmatrix}\n{1}&{0}&{0}\\\\\n{0}&{1}&{0}\\\\\n{0}&{0}&{1}\\\\\n\\end{bmatrix}$$","font":{"family":"Lora","size":11,"color":"#000000"},"backgroundColorModified":null,"id":"8","backgroundColor":"#ffffff","type":"$$","ts":1631684434805,"cs":"nYwC5HwF5M45bmoW7TRjEA==","size":{"width":61,"height":56}}]: no free variables
· [image: {"id":"9","backgroundColorModified":false,"font":{"family":"Lora","color":"#000000","size":11},"code":"$$\\begin{bmatrix}\n{1}&{0}\\\\\n{0}&{1}\\\\\n{0}&{0}\\\\\n\\end{bmatrix}$$","type":"$$","backgroundColor":"#ffffff","aid":null,"ts":1631684447691,"cs":"VPlzxk3bkPs5J5pur+87JQ==","size":{"width":40,"height":56}}]: no free variables (there is no x3 here)
· If Ax = 0 has a free variable, then {v1, …, vp} is linearly dependent
· Sets with one vector: x1v1
· Linearly independent if and only if v1 is not the 0 vector
· If v1 is the 0 vector -> x10
· Has infinite nontrivial solutions
· Linearly dependent
· Sets with two vectors: x1v1 and x2v2
· Linearly dependent if at least one of the vectors is a multiple of the other
· Linearly independent if and only if neither of the vectors is a multiple of the other
· Sets with 2 or more vectors:
· Linearly dependent if at least one of the vectors can be written as a linear combination of all the other vectors
· One vector is in the span of the other vectors
· Vector is a multiple of all the other vectors
· If at least one vector is the zero vector, then the system is linearly dependent

Section 1.8: Introduction to Linear Transformations
Definitions
· Matrix Transformation
· Assigns (transforms) a vector x in Rn to a vector T(x) in Rm
· Linear Transformation
· A matrix transformation that preserves the operations of vector addition and scalar multiplication
· T(cu + dv) = cT(u) + dT(V)
· Domain of transformation T: Rn -> Rm
· Input: set Rn
· Codomain of transformation T: Rn -> Rm
· Output: set Rm
· Image of x under the action of T
· T(x) in Rm
· Range of T
· Set of all images T(x)
· Principle of superposition
· T(c1v1 + … + ckvk) = c1Tv1 + … + ckTvk

Key Notes
· (Solving equation Ax = b) == (finding all vectors x in Rn that are transformed into the vector b in Rm under the “action” of multiplication by A
· Let A be an m x n matrix -> derive a function:
· Matrix transformation:	T: Rn -> Rm,	T(x) = Ax
· Multiplier (A): m x n
· Domain of T: Rn
· Number of entries in x
· Codomain of T: Rm
· Number of entries in T(x): image of x under T
· Vector T(x)
· Image of x under T
· Range
· Set of all possible images T(x)
· T: Ry -> Rx
· T has x rows and y columns
· A transformation T is linear if:
		i. T (u + v) = T (u) + T (v) for all u, v in the domain of T
		ii. T (cu) = c (Tu) for all scalars c and all u in the domain of T
· Example:
· y = 2x
· f(2 + 3) = f(2) + f(3): linear
· y = x2
· f(2 + 3) ≠ f(2) + f(3): not linear
· Every matrix transformation is a linear transformation
· T(x) = rx
· Contraction: 0 ≤ r < 1
· Dilation: r > 1

Section 1.9: The Matrix of a Linear Transformation
Definitions
· Standard matrix for a linear transformation T
· A = [T(e1) + … + T(en)]
· e1 in R2= [image: {"type":"$$","backgroundColor":"#ffffff","code":"$$\\begin{bmatrix}\n{1}\\\\\n{0}\\\\\n\\end{bmatrix}$$","id":"13","font":{"family":"Lora","color":"#000000","size":11},"backgroundColorModified":null,"aid":null,"ts":1631688603177,"cs":"X0E9D1yGkbRTbKHD07qCcg==","size":{"width":14,"height":34}}]	e2 in R2=[image: {"backgroundColorModified":null,"font":{"size":11,"family":"Lora","color":"#000000"},"code":"$$\\begin{bmatrix}\n{0}\\\\\n{1}\\\\\n\\end{bmatrix}$$","type":"$$","aid":null,"backgroundColor":"#ffffff","id":"14","ts":1631688641976,"cs":"ZxZ4B9p4GMpbUJ+chOGaug==","size":{"width":14,"height":34}}]
· Onto (existence question)
· T: Rn -> Rm is onto Rm if each b in Rm is the image of at least one x in Rn
· At least 1 solution of T(x) = b
· Pivot in every row
· Columns of A spans Rm
· One-to-one (uniqueness question)
· T: Rn -> Rm is one-to-one if each b in Rm is the image of at most one x in Rn
· T(x) = b has either 1 solution or no solutions
· Pivot in every column
· Columns of A are linearly independent

Key Notes
· Every linear transformation from Rn to Rm is also a matrix transformation x ↦ Ax
· Finding A: observe what T does to the standard matrix
· Geometric Linear Transformations of R2
· Reflections
· Reflection through the x1 axis: [image: {"type":"$$","code":"$$\\begin{bmatrix}\n{1}&{0}\\\\\n{0}&{-1}\\\\\n\\end{bmatrix}$$","backgroundColorModified":null,"aid":null,"backgroundColor":"#ffffff","font":{"color":"#000000","size":11,"family":"Lora"},"id":"15","ts":1631688964935,"cs":"qGHWa776ucdskw677DCDQg==","size":{"width":48,"height":34}}]
· Reflection through the x2 axis: [image: {"aid":null,"code":"$$\\begin{bmatrix}\n{-1}&{0}\\\\\n{0}&{1}\\\\\n\\end{bmatrix}$$","font":{"color":"#000000","size":11,"family":"Lora"},"backgroundColor":"#ffffff","type":"$$","id":"16","backgroundColorModified":false,"ts":1631688983854,"cs":"dSx6Xwf5GUvMZxciVMHYUw==","size":{"width":48,"height":34}}]
· Reflection through the line x2 = x1: [image: {"code":"$$\\begin{bmatrix}\n{0}&{1}\\\\\n{1}&{0}\\\\\n\\end{bmatrix}$$","aid":null,"id":"17","type":"$$","font":{"color":"#000000","family":"Lora","size":11},"backgroundColor":"#ffffff","backgroundColorModified":false,"ts":1631689004760,"cs":"1A2GCPvy/6vGascuNvkltg==","size":{"width":37,"height":34}}]
· Reflection through the line x2 = -x1: [image: {"aid":null,"font":{"size":11,"color":"#000000","family":"Lora"},"backgroundColorModified":false,"backgroundColor":"#ffffff","type":"$$","id":"18","code":"$$\\begin{bmatrix}\n{0}&{-1}\\\\\n{-1}&{0}\\\\\n\\end{bmatrix}$$","ts":1631689025745,"cs":"Q6d3Yt3uhjp4ZBUhM8fcwA==","size":{"width":60,"height":34}}]
· Reflection through the origin: [image: {"id":"27","code":"$$\\begin{bmatrix}\n{-1}&{0}\\\\\n{0}&{-1}\\\\\n\\end{bmatrix}$$","backgroundColor":"#ffffff","backgroundColorModified":null,"aid":null,"type":"$$","font":{"color":"#000000","family":"Lora","size":11},"ts":1631689476915,"cs":"gPBhweNJceWUdJlzPogoXg==","size":{"width":60,"height":34}}]
· Contractions & expansions
· 0 < k < 1: contraction
· k > 1: expansion
· Horizontal contraction & expansion: [image: {"code":"$$\\begin{bmatrix}\n{k}&{0}\\\\\n{0}&{1}\\\\\n\\end{bmatrix}$$","backgroundColor":"#ffffff","aid":null,"id":"20","backgroundColorModified":false,"type":"$$","font":{"family":"Lora","size":11,"color":"#000000"},"ts":1631689072897,"cs":"1HESTKeRAbc1iK4nZ2PZpw==","size":{"width":37,"height":34}}]
· Vertical contraction & expansion: [image: {"id":"21","backgroundColor":"#ffffff","code":"$$\\begin{bmatrix}\n{1}&{0}\\\\\n{0}&{k}\\\\\n\\end{bmatrix}$$","font":{"color":"#000000","family":"Lora","size":11},"aid":null,"backgroundColorModified":false,"type":"$$","ts":1631689085250,"cs":"xhNaTvxwROZyqeeg2gZFNA==","size":{"width":37,"height":34}}]
· Shears
· Horizontal shear: [image: {"id":"22","code":"$$\\begin{bmatrix}\n{1}&{k}\\\\\n{0}&{1}\\\\\n\\end{bmatrix}$$","backgroundColor":"#ffffff","aid":null,"font":{"size":11,"family":"Lora","color":"#000000"},"type":"$$","backgroundColorModified":null,"ts":1631689158743,"cs":"NN7ua9b1SnF8d65N1q9cZQ==","size":{"width":37,"height":34}}]
· k < 0: left shear
· k > 0: right shear
· Vertical shear: [image: {"type":"$$","backgroundColorModified":false,"code":"$$\\begin{bmatrix}\n{1}&{0}\\\\\n{k}&{1}\\\\\n\\end{bmatrix}$$","id":"23","backgroundColor":"#ffffff","aid":null,"font":{"size":11,"color":"#000000","family":"Lora"},"ts":1631689171248,"cs":"ltY1zHPx7bSU/DBLnXoSAw==","size":{"width":37,"height":34}}]
· k < 0: down shear
· k > 0: up shear
· Projections
· Projections on the x1-axis: [image: {"backgroundColorModified":false,"aid":null,"code":"$$\\begin{bmatrix}\n{1}&{0}\\\\\n{0}&{0}\\\\\n\\end{bmatrix}$$","backgroundColor":"#ffffff","id":"24","font":{"color":"#000000","size":11,"family":"Lora"},"type":"$$","ts":1631689185060,"cs":"IEoryYe/Kt9joHRGmMOMGQ==","size":{"width":37,"height":34}}]
· Projections on the x2-axis: [image: {"id":"25","backgroundColor":"#ffffff","type":"$$","code":"$$\\begin{bmatrix}\n{0}&{0}\\\\\n{0}&{1}\\\\\n\\end{bmatrix}$$","font":{"size":11,"family":"Lora","color":"#000000"},"aid":null,"backgroundColorModified":false,"ts":1631689198169,"cs":"fCnRrckiahe3LOf4Dig2cw==","size":{"width":37,"height":34}}]
· Rotation
· CCW rotation: [image: {"aid":null,"id":"26","font":{"size":11,"family":"Lora","color":"#000000"},"type":"$$","backgroundColorModified":false,"backgroundColor":"#ffffff","code":"$$\\begin{bmatrix}\n{\\cos\\left(\\theta\\right)}&{-\\sin\\left(\\theta\\right)}\\\\\n{\\sin\\left(\\theta\\right)}&{\\cos\\left(\\theta\\right)}\\\\\n\\end{bmatrix}$$","ts":1631689242144,"cs":"fG3KsRt9Jkl0geN7Jlh5yQ==","size":{"width":116,"height":34}}]
· Geometric description
· Onto: can get to any vector with an image
· One-to-one: cannot have multiple vectors have the same image
· Onto
· A linear transformation T: Rn -> Rm is onto if for all b ∊ Rm there is an x ∊ Rn so that T(x) = Ax = b
· Ax = b is always consistent
· At least one solution
· Existence property
· T is onto if and only if its standard matrix has a pivot in every row
· One-to-one
· A linear transformation T: Rn -> Rm is one-to-one if for all b ∊ Rm there is at most one (possible 0) x ∊ Rn so that T(x) = Ax = b
· Ax = b has at most 1 solution
· No free variables
· Uniqueness property
· T is one-to-one if and only if the only solution to T(x) = 0 is the trivial solution
· T is one-to-one if and only if every column of A is pivotal

Section 2.1: Matrix Algebra
Key Notes
· Theorem 1
· Let A, B, and C be matrices of the same size, and let r and s be scalars.
a. A + B = B + A		d. r (A + B) = rA + rB
b. (A + B) + C = A + (B + C)	e. (r + s) A = rA + sA
c. A + 0 = A			f. r (sA) = (rs) A
· Matrix multiplication
· If A is an m x n matrix, and if B is an n x p matrix with columns b1, …, bp, then the product AB is the m x p matrix whose columns are Ab1, …, Abp
AB = A[b1   b2  …  bp] = [Ab1   Ab2 … Abp]
· # of columns in A == # of rows in B
· Theorem 2: Properties of Matrix Multiplication
· Let A be an m x n matrix, and let B and C have sizes for which the indicated sums and products are defined.
a. A (BC) = (AB) C
b. A (B + C) = AB + AC
c. (B + C) A = BA + BC
d. r (AB) = (rA) B = A (rB)
e. ImA = A = AIn
· Matrices that commute
· Matrices A and B commute when AB = BA
· Warnings
· Order when multiplying matrices matters
· In general, AB ≠ BA
· AB = AC does not suggest B = C
· If AB is the zero matrix, cannot conclude in general that either A = 0 or B = 0
· Transpose of a Matrix
· Given an m x n matrix, the transpose of A is the n x m matrix, denoted by AT
· [image: {"aid":null,"id":"28","code":"$$A=\\begin{bmatrix}\n{a}&{b}\\\\\n{c}&{d}\\\\\n\\end{bmatrix}$$","backgroundColor":"#ffffff","type":"$$","backgroundColorModified":null,"font":{"size":11,"family":"Lora","color":"#000000"},"ts":1631691808100,"cs":"Ou04S7GIDxUid2aF3L493g==","size":{"width":72,"height":34}}]		[image: {"type":"$$","font":{"size":11,"color":"#000000","family":"Lora"},"id":"29","code":"$$A^{T}=\\begin{bmatrix}\n{a}&{c}\\\\\n{b}&{d}\\\\\n\\end{bmatrix}$$","backgroundColorModified":false,"backgroundColor":"#ffffff","aid":null,"ts":1631691857418,"cs":"0Ugs/z7hYGddy2UPG+b9kA==","size":{"width":80,"height":34}}]
· [image: {"aid":null,"backgroundColor":"#ffffff","backgroundColorModified":false,"code":"$$B=\\begin{bmatrix}\n{-5}&{2}\\\\\n{1}&{-3}\\\\\n{0}&{4}\\\\\n\\end{bmatrix}$$","type":"$$","id":"30","font":{"color":"#000000","family":"Lora","size":11},"ts":1631691905774,"cs":"nAU+N5aZQVyeLl5JqTIQVw==","size":{"width":97,"height":56}}]	[image: {"type":"$$","aid":null,"font":{"color":"#000000","size":11,"family":"Lora"},"backgroundColor":"#ffffff","code":"$$B^{T}=\\begin{bmatrix}\n{-5}&{1}&{0}\\\\\n{2}&{-3}&{4}\\\\\n\\end{bmatrix}$$","id":"31","backgroundColorModified":false,"ts":1631691926881,"cs":"H1EPjg62+YpkQQd7T+BV0A==","size":{"width":125,"height":34}}]
· Theorem 3
· Led A and B denote matrices whose sizes are appropriate for the following sums and products
a. (AT)T = A
b. (A + B)T = AT + BT
c. For any scalar r, (rA)T = rAT
d. (AB)T = BTAT
· The transpose of a product of matrices equals the product of their transposes in the reverse order
· Powers of Matrices
· Can only be applied to square matrices

Theorems
Theorem 1: Uniqueness of RREF
· Each matrix is row equivalent to one and only one row reduced echelon matrix.

Theorem 2: Existence and Uniqueness Theorem
· A linear system is consistent if and only if the rightmost column of the augmented matrix is not a pivot column - that is, if and only if an echelon form of the augmented matrix has no row of the form:
[0 … 0 b] with b nonzero
· If a linear system is consistent, then the solution set contains either:
i. a unique solution (no free variables)
ii. infinitely many solution (at least one free variable)

Theorem 3: Matrix, Vector, and Linear Equations
· If A is an m x n matrix, with columns a1, … , an and if b is in Rm, the matrix equation
Ax = b
· has the same solution set as the vector equation
x1a1 + x2a2 + … + xnan = b
· which, in turn, has the same solution set as the system of linear equations whose augmented matrix is
[a1   a2   …   an | b]

Theorem 4: Logically Equivalent Statements
· Let A be an m x n matrix. Then the following statements are logically equivalent. That is, for a particular A, either they are all true statements or they are all false.
a. For each b in Rm, the equation Ax = b has a solution.
b. Each b in Rm is a linear combination of the columns of A.
c. The columns of A span Rm.
d. A has a pivot position in every row.

Theorem 5: Properties of the Matrix-Vector Product Ax
· If A is an m x n matrix, u and v are vectors in Rn, and c is a scalar, then:
a. A (u + v) = Au + Av
b. A ( cu ) = c (Au)

Theorem 6: Parametric Vector Form of a Nonhomogeneous System
· Suppose the equation Ax = b is consistent for some given b, and let p be a solution. Then the solution set of Ax = b is the set of all vectors of the form w = p + vh, where vh is any solution of the homogeneous equation Ax = 0.

Theorem 7: Characterization of Linearly Dependent Sets
· An indexed set S = {v1, …, vp} of two or more vectors is linearly dependent if and only if at least one of the vectors in S is a linear combination of the others. In fact, if S is linearly dependent and v1 ≠ 0, then some vj (with j > 1) is a linear combination of the preceding vectors, v1, …, vj-1.

Theorem 8: Linear Dependence based on Matrix Size
· If a set contains more vectors than there are entries in each vector, then the set is linearly dependent. That is, any set {v1, …, vp} in Rn is linearly dependent if the number of columns > than the number of rows.

Theorem 9: Linear Dependence based on a Zero Vector
· If a set S = {v1, …, vp} in Rn contains the zero vector, then the set is linearly dependent.

Theorem 10: Using the Standard Matrix to find Columns of A
· Let T: Rn -> Rm be a linear transformation. Then there exists a unique matrix A such that
T(x) = Ax for all x in Rn
· In fact, A is the m x n matrix whose jth column is the vector T(ej), where ej is the jth column of the identity matrix in Rn
A = [T(e1) … T(en)]

Theorem 11: One-to-One using the Homogeneous Equation
· Let T: Rn -> Rm be a linear transformation. Then T is one-to-one if and only if the equation T(x) = 0 has only the trivial solution

Theorem 12: Onto and One-to-One
· Let T: Rn -> Rm be a linear transformation, and let A be the standard matrix for T. Then:
	a. T maps Rn onto Rm if and only if the columns of A span Rm
· All rows have pivots
	b. T is one-to-one if and only if the columns of A are linearly independent
· All columns have pivots
· A has linearly independent columns
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