


Section 1.4 : The Matrix Equation

Chapter 1 : Linear Equations

Math 1554 Linear Algebra

“Mathematics is the art of giving the same name to different things.”
- H. Poincaré

In this section we introduce another way of expressing a linear system that
we will use throughout this course.
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1.4 : Matrix Equation AZ = b

Topics

We will cover these topics in this section.
1. Matrix notation for systems of equations.
2. The matrix product AZ.

Objectives
For the topics covered in this section, students are expected to be able to
do the following.

1. Compute matrix-vector products.
2. Express linear systems as vector equations and matrix equations.

3. Characterize linear systems and sets of vectors using the concepts of
span, linear combinations, and pivots.
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Notation
symbol __meaning
€ belongs to
R the set of vectors with n real-valued elements
R™X® the set of real-valued matrices with m rows and n columns

a vector with five

Example: the notation & € R® means that
real-valued elements.

Seton14 Sie3s

Solution Sets

Theorem
If A'is am x n matrix with columns @y, ...,dy, and z € R" and
b eR™, then the solutions to

has the same set of solutions as the vector equation
D1y 4+ Tl = b

which as the same set of solutions as the set of linear equations with the
augmented matrix

[@ @& - a i
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3 Characeize near systes snd ses of vctors using the conceps of
<pan. lnar combinations, and pvots.
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Definition
is a m X n matrix with columns @, ...,d, and = € R", then the
matrix vector product A7 is a linear combination of the columns of A:

-
[ ] e

/y Af=|@ @ - G| | | =@l byt Tadn
A N
o

Note that AT is in the span of the columns of A.

Example
The following product can be written as a linear combination of vectors:

[1 0—1]§7
07337
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Existence of Solutions

Theorem . B
The equation AZ = b has a solution if and only if b is a linear
combination of the columns of A
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Example

by
For what vectors b = (bz does the equation have a solution?
bs

13 4 .
2 8 4 |ZF=b
01 -2
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Summary
We now have four equivalent ways of expressing linear systems.
1. A system of equations:

221 + 3z, =7
Ty — T2 =5

2. An augmented matrix:

3. A vector equation:

a(D)+=(3)-6)

4. As a matrix equation:

(2)()-=C6)

The Row Vector Rule for Computing AE/

Secton 14

Each representation gives us a different way to think about linear systems.

Section 14 Slide 41

Side 10

S =

o

~



DEFINITION If A is an m x n matrix, with columns ay,..., a,, and if x is in R”, then the

product of A and x, denoted by Ax, is the linear combination of the columns
of A using the corresponding entries in x as weights; that is, / J
X1 A

e

Ax=[a; a - a,,]|:§

= x1a;1 + X222 + -+ + Xn@,
xn

EXAMPLE 1

o[ 2]

2 -3 4 2 -3
S R HEE
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The equation Ax = b has a solution if and only if b is a linear combination of the

columns of A.
1 3 4 by
EXAMPLE 3 LetA=| -4 2 —6 |andb = | b, |.Is the equation Ax = b
-3 =2 -7 b;

consistent for all possible by, by, b3?

SOLUTION Row reduce the augmented matrix for Ax = b:

1 3 4 b 1 3 4 by
-4 2 =6 b |~|0 14 10 by +4b
-3 =2 -7 by 0 7 5 bi+3b

1 3 4 by
~|0 14 10 by + 4b,
0 0 0 by+3b—i(ba+4b)



1.4 EXERCISES
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4 -5 7 6
7.0x _; +x2 _2 +x3 _g = _g
—4 1 2 =7

o 2]a[ 3] H] (2] 4]

In Exercises 9 and 10, write the system first as a vector equation

and then as a matrix equation.

9. 3x, +x —5x=9 10. 8x, — x, =4
X3 +4x3=0 Sxp+4x =1
X —3x=2

Given A and b in Exercises 11 and 12, write the augmented matrix
for the linear system that corresponds to the matrix equation
Ax = b. Then solve the system and write the solution as a vector.

1 2 4 -2
1 A= 0o 1 51.b= 2
-2 -4 -3 9
1 2 1 0
12. A=| -3 -1 2|,b= 1
0 5 3 -1
0 3y =5

13. Letu= | 4 [and A= | =2 6 |.Is uin the plane R*
4 1 1

spanned by the columns of A? (See the figure.) Why or why
not?

Plane spanned by
» the columns of A

Where is u?

2 30
of R? spanned by the columns of A? Why or why not?

2 5 & 7
14. Letu= | =3 fandA= [ 0 1 —1 |.Isuinthesubset
1

15. Letd=| 2 ! anab = [ 2" ]. Show that the equation
% 3 by

Ax = b does not have a solution for all possible b, and

describe the set of all b for which Ax = b does have a
solution.

1 -3 -4 by
16. Repeat Exercise 15: A = | =3 2 6 |,b=| b, |.

5 -1 -8 by

Exercises 17-20 refer to the matrices A and B below. Make
appropriate calculations that justify your answers and mention an
appropriate theorem.

In Exercises 23 and 24, mark each statement True or False. Justity
each answer.

23. a.
b.

The equation Ax = b is referred to as a vector equation.
A vector b is a linear combination of the columns of a
matrix A if and only if the equation Ax = b has at least
one solution.

The ion AXx = b is i if the d ma-
trix [ A b] has a pivot position in every row.

. The first entry in the product Ax is a sum of products.
. If the columns of an m x n matrix A span R™, then the

equation AX = b is consistent for each b in R™.

If A is an m x n matrix and if the equation Ax = b is
inconsistent for some b in R™ then A cannot have a pivot
position in every row.

. Every matrix equation AX = b corresponds to a vector

equation with the same solution set.

. Any linear combination of vectors can always be written

in the form Ax for a suitable matrix A4 and vector x.

. The solution set of a linear system whose augmented

matrix is [, @, a; b]is the same as the solution
setof Ax=b,if A =[a, a, as].

. Ifthe ion Ax = bisi i then b is not in the

set spanned by the columns of A.

. If the augmented matrix [ A b] has a pivot position in

every row, then the ion AX = bis i




1.5 : Solution Sets of Linear Systems

Topics

Section 1.5 : Solution Sets of Linear Systems )

2
Chapter 1 : Linear Equations

Math 1554 Linear Algebra

Obj
For the topics covered in this section, students are expected to be able to

We will cover these topics in this section.

Homogeneous systems
Parametric vector forms of solutions to linear systems

do the following.

1
v
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Express the solution set of a linear system in parametric vector form.
Provide a geometric interpretation to the solution set of a linear
system.

Ch ize h linear systems using the of free
variables, span, pivots, linear combinations, and echelon forms.
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Section 1.5 : Solution Sets of Linear Systems

Chapter 1 : Linear Equations

Math 1554 Linear Algebra

Homogeneous Systems

Definition
Linear systems of the form

Linear systems of the form

Because homogeneous systems always have the trivial solution,

the interesting question is whether they have
solutions.

are homogeneous.

are inhomogeneous.

AZ = ( has a nontrivial solution

= there is  free variable
<= A has a column with no pivot

Mon
‘Week Dates Lecture
1.5 : Solution Sets of Linear Systems
1 8/21-8/25 11
Topics )
We will cover these topics in this section 2, BI28E9IL A,
1. Homogeneous systems
3 9a-9m Break

2. Parametric vector forms of solutions to linear systems

- 4 eni-ens 21
Objectives
For the topics covered in this section, students are expected to be able to
do the following.
1. Express the solution set of a linear system in parametric vector form.
2. Provide a geometric interpretation to the solution set of a linear
system.
3. Characterize homogeneous linear systems using the concepts of free
variables, span, pivots, linear combinations, and echelon forms.

Example: a Homogeneous System

Identify the free variables, and the solution set, of the system.

1+ B+
20y~ = 523 =0
2w =0
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Parametric Forms, Homogeneous Case

In the example on the previous slide we expressed the solution to a system
using a vector equation. This is a parametric form of the solution.

In general, suppose the free variables for AT = U are 7., 2. Then all
solutions to A = 0 can be written as

T + Thp1Tesr + 00+ Tnb
for some ..., i, This is the parametric form of the solution.

Example 2 (non-homogeneous system)

Write the parametric vector form of the solution, and give a geometric
interpretation of the solution.
21433, + 23 =9

21y —xy - 5,

21— 215 =

(Note that the left-hand side is the same as Example 1)
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1.5 EXERCISES

In Exercises 1-4, determine if the system has a nontrivial solution.
Try to use as few row operations as possible.

1.

3. -3 +5x—-Tx3 =0
—6x; +Txy+ x3=0

2x) = 5x24+ 8x3=0 2.
=2, =Tx2+ x3=0
4 + 20+ Tx3 =0

X1 =3x+Tx3=0
=2x;+ x; —4x; =0
X+ 2% 4+9%;=0
4 =55, +Tx2+ 93 =0
X =2 4+ 6x3;=0

In Exercises 5 and 6, follow the method of Examples | and 2
to write the solution set of the given homogeneous system in
parametric vector form.

s,

—4x; =9 + 203 =0

x+3n+ x3=0 6. X1+ 30 -5x=0
Xy +4x; —8xy =0

—3x; —6x3=0 =35 =T+ 9 =0

In Exercises 7-12, describe all solutions of Ax = 0 in parametric
vector form, where A is row equivalent to the given matrix.

7.[

1 3 -3 7 a1 22 s

0 1.4 'S ~ [0} 41 -2 <=6
3 -9 6 1 3 0 —4

o1 3—2] '°'[z 6 0 -8
1 -4 -2 0 3

0 6 1 0. 0

0 0 0 0 1

0 0 0 0 0

I, 5, 256§

0 0 1 -7 4

0 0 ‘0 ‘0 0

0 0 0 0 0 0

13. Suppose the solution set of a certain system of linear equa-

tions can be described as x; = 5 + 4x3,x2 = =2 — Tx3,with
x;3 free. Use vectors to describe this set as a line in R3.

14. Suppose the solution set of a certain system of linear

equations can be described as x; = 3x5, x; =8+ x4,
x3 = 2 — 5x4, with x4 free. Use vectors to describe this set
as a “line” in R*.

15. Follow the method of Example 3 to describe the solutions of

the following system in p ic vector form. Also, give
a geometric description of the solution set and compare it to
that in Exercise 5.

X143+ 3= 1
—4x; — 9x3 + 2x3 = —1

—3x; —6x3=-3

16. As in Exercise 15, describe the solutions of the following

system in parametric vector form, and provide a geometric
with the sol set in Exercise 6.

In Exercises 29-32, (a) does the equation Ax = 0 have a nontriv-
ial solution and (b) does the equation Ax = b have at least one
solution for every possible b?

29.
30.
31.
32.

33.

Ais a3 x 3 matrix with three pivot positions.
Ais a 3 x 3 matrix with two pivot positions.
Ais a 3 x 2 matrix with two pivot positions.

A is a2 x 4 matrix with two pivot positions.

-2 -6

Given A = 7 21 |, find one nontrivial solution of
-3 -9

Ax = 0 by inspection. [Hint: Think of the equation Ax = 0

written as a vector equation.]

X +3x-5x0= 4
xi+4x;—-8x3= 7
=3x; = Tx2 4+ 9x3=—6
17. Describe and compare the solution sets of x; 4+ 9x; —4x; =0
and x; + 9x; —4x3 = =2,
18. Describe and compare the solution sets of x; — 3x; + 5x3 = 0
and x; — 3x; + 5x3 = 4.

In Exercises 19 and 20, find the parametric equation of the line
through a parallel to b.

-2 -5 3 -7
Jo-[3] == 2]-[]
In Exercises 21 and 22, find a parametric equation of the line M

through p and q. [Hint: M is parallel to the vector q — p. See the
figure below.]

woe[ae[3] = e[$]e-[2

J.‘

19. n=[

The line through p and q.

In Exercises 23 and 24, mark each statement True or False. Justify
each answer.

23. a. A homog qi is always
b. The equation Ax = 0 gives an explicit description of its
solution set.

¢. The homogeneous equation Ax = 0 has the trivial so-
lution if and only if the equation has at least one free
variable.

d. The eq
allel to p.

e. The solution set of Ax = b is the set of all vectors of
the form w = p + v, where v, is any solution of the
equation Ax = 0.

x=p+tvd a line through v par-

¥

. If x is a nontrivial solution of Ax = 0, then every entry in
X is nonzero.

b. The equation X = x,u + x;v, with x, and x; free (and
neither u nor v a multiple of the other), describes a plane
through the origin.

c. Theeq Ax=bish

is a solution.

if the zero vector

d. The effect of adding p to a vector is to move the vector in
a direction parallel to p.

e. The solution set of Ax = b is obtained by translating the
solution set of Ax = 0.
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DEFINITION An indexed set of vectors {vi,..., v, } in R” is said to be linearly independent
if the vector equation

9/11-¢

X1V1 + XoV2 + -+ XV, =0

has only the trivial solution. The set {vy, ..., V,} is said to be linearly dependent
if there exist weights ¢y, ..., ¢p,not all zero, such that
avi+eva -+ cpvp =0 )
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A set of two vectors {vy, v2} is linearly dependent if at least one of the vectors is .
a multiple of the other. The set is linearly independent if and only if neither of the / @
vectors is a multiple of the other. /

THEOREM 7 Characterization of Linearly Dependent Sets

An indexed set S = {vi,...,V,} of two or more vectors is linearly dependent if
and only if at least one of the vectors in S is a linear combination of the others. In
fact, if S is linearly dependent and v, # 0, then some v; (with j > 1) is a linear
combination of the preceding vectors, vy,...,V;_;.

SEL IS dulomatIC. VIOreover, 1neorem 3 Wiil D€ d K€y result 10r WOrk 1n 1ater cnapiers.

_—

tl' HEORE m If a set contains more vectors than there are entries in each vector, then the set
e is linearly dependent. That is, any set {vi,..., v, } in R" is linearly dependent if

:| p>n.

* %%
* %%
* %%
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THEOREM 9

Ifaset S ={v
dependent.

.....

Z \\\(\ &5?
0\ = z& e b
& Ny

v,} in R" contains the zero vector, then the set is linearly

1
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In Exercises 11-14, find the value(s) of & for which the vectors
are linearly dependent. Justify each answer.
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1.7 EXERCISES

In Exercises 1-4, determine if the vectors are linearly indepen-
dent. Justify each answer.

5
L0
0

» [a17)]

In Exercises 5-8, determine if the columns of the matrix form a

-1

«[AH=]

linearly independent set. Justify each answer.

W] #[ahl 2

In Exercises 9 and 10, (a) for what values
Span {v,,v,}, and (b) for what values of 4 is {v,, v,, v3} linearly

-2
-4

-8 5 -4 -3
=77 4 0 -1
5 —4 1 1 o
-3 2 5 4

W AW eO

4 -3 0 1 =3
-7 5 1 8. 1-3 7
-5 7 5 0 1

-2
2
3

of h is v3 in

dependent? Justify each answer.

62 CHAPTER 1 Linear Equations in Linear Algebra

9. v

10. v,

1
-3
2
1
]
-3

]
)

.V2=|:

S

-3

9

-6

-2

10
6

{4
(4]

In Exercises 11-14, find the value(s) of /& for which the vectors
are linearly dependent. Justify each answer.

n [
. [

1
-1
4

1

5
-3

I
I

Determine by inspection whether the vectors
are linearly independent. Justify each answer.

=2

3
=9
i

-9
6

ik
[E:

)
]

s [LEHGH

-8
12
-4

3
5

17.
-1

]
iE

)

2 —6
12. | —4 |, 7
L 1] L-3
r 17 F=57
14. | -1 |, 7
L - - 8 -
in Exerci
F 41T 67
16. | -2 |, | -3
6 9

J[:]

1]

ises 15-20

8

3

g

A is a 2 x 2 matrix with linearly dependent columns.

Aisa4 x 2matrix, A = [a, a,],and a, is not a multiple of
a.
Aisadx3 matrix, A = [a, a, a;],such that {a,,a,}is

linearly independent and ay is not in Span {a,. a,}.

How many pivot columns must a 7 x 5 matrix have if its
columns are linearly independent? Why?

How many pivot columns must a 5 x 7 matrix have if its
columns span R5? Why?

Construct 3 x 2 matrices A and B such that Ax = 0 has only
the trivial solution and Bx = 0 has a nontrivial solution.

a. Fill in the blank in the following statement: “If A4 is
an m x n matrix, then the columns of A are linearly
independent if and only if A has pivot columns.”

b. Explain why the statement in (a) is true.

Exercises 31 and 32 should be solved without performing row
operations. [Hint: Write Ax = 0 as a vector equation.]

31.

32.

2°'3 S
H -5 1 -4 %
Given A = B g observe that the third column
1 0 1

is the sum of the first two columns. Find a nontrivial solution
of Ax = 0.

4 1 6
Given A = [ =7 § 3 ] , observe that the first column
9 -3 3
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In Exercises 21 and 22, mark each statement True or False. Justify
each answer on the basis of a careful reading of the text.

21. a. The columns of a matrix A are linearly independent if the

equation AX = 0 has the trivial solution.

b. If § is a linearly dependent set, then each vector is a linear
combination of the other vectors in S.

¢. The columns of any 4 x 5 matrix are linearly dependent.

d. If x and y are linearly independent, and if {x.y.z} is
linearly dependent, then z is in Span {x. y}.

. Two vectors are linearly dependent if and only if they lie
on a line through the origin.

b. If a set contains fewer vectors than there are entries in the
vectors, then the set is linearly independent.

c. If x and y are linearly independent, and if z is in
Span {x, y}, then {x,y, z} is linearly dependent.

d. If a set in R" is linearly dependent, then the set contains
more vectors than there are entries in each vector.
In Exercises 23-26, describe the possible echelon forms of the
matrix. Use the notation of Example 1 in Section 1.2.

23. Ais a3 x 3 matrix with linearly independent columns.

plus twice the second column equals the third column. Find
a nontrivial solution of Ax = 0.

Each statement in Exercises 33-38 is either true (in all cases)
or false (for at least one example). If false, construct a specific
example to show that the statement is not always true. Such an
example iscalledac ple to the nt.Ifa

is true, give a justification. (One specific example cannot explain
why a statement is always true. You will have to do more work
here than in Exercises 21 and 22.)

33. Ifv,,...,vsareinR*and v; = 2v, + v,,then {v,, v, v3,V4}
is linearly dependent.

3. Kvi..: vy are in R* and vy = 0, then {vi,v2,v3,vs} is
linearly dependent.

35. If v, and v, are in R* and v, is not a scalar multiple of v,,
then {v,, v} is linearly independent.

e Wy, v, are in R* and v; is not a linear combination of
V1. V2. Vg, then {v,, v, v5, vy} is linearly independent.

3 vy v, are in R* and {v,, v,. v} is linearly dependent,
then {vi, v, v3, v4} is also linearly dependent.

8. I Vi vs are linearly independent vectors in R*, then
{vi. Vs, v3} is also linearly independent. [Hint: Think about
X1V) 4 XV + x3v3 + 0-vy = 0]



