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Topics and Objectives

Topics
We will cover these topics in this section.

1. Identity and zero matrices
2. Matrix algebra (sums and products, scalar multiplies, matrix powers)

3. Transpose of a matrix

Objectives
For the topics covered in this section, students are expected to be able to
do the following.
1. Apply matrix algebra, the matrix transpose, and the zero and
identity matrices, to solve and analyze matrix equations.
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Definitions: Zero and Identity Matrices

1. A zero matrix is any matrix whose every entry is zero.

00 0 0
b= [0 3 . o= []
2. The n x n identity matrix has ones on the main diagonal,
otherwise all zeros.

100
Iz:[(l) ‘1)}.13:010
001

Note: any matrix with dimensions n  n is square. Zero matrices need
not be square, identity matrices must be square

Properties of Sums and Scalar Multiples

Scalar multiples and matrix addition have the expected properties.

If r,s € R are scalars, and A, B,C are m x n matrices, then
1 A+O0nxn=A4

(A+B)+C=A+(B+C)

A+ B)=rA+rB

(r+s)A=rA+sA

r(s4) = (rs)A
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Topics

We will cover these topics in this section 4

Week Dates Lecture Studio
1 1/8-1/12 11 Ws1.1
2 1/15-1/19 Break WS1.3
3 1/22-1/26 17

WS1.51.7

1/29-2/2 1921 Ws1.92.1

1. Identity and zero matrices

2. Matrix algebra (sums and products, scalar multiplies, matrix powers)
3. Transpose of a matrix

Objectives

For the topics covered in this section, students are expected to be able to

do the following.

1. Apply matrix algebra, the matrix transpose, and the zero and
identity matrices, to solve and analyze matrix equations.

Sums and Scalar Multiples

Suppose A € R™%", and a is the element of A in row i and column j.

1. If A and B are m x n matrices, then the elements of A + B are
i+ bi.
2. If ¢ € R, then the elements of cA are ca; ;

123+r747*151017
456/ 700 Kkl |4 5 16

What are the values of ¢ and k?

For example, if

Matrix Multiplication

Definition |
Let A be a m x n matrix, and B be a n x p matrix. The
product is AB a m x p matrix, equal to

AB=A[6 5] =45 - 45,

Note: the dimensions of A and B determine whether AB is defined, and
what its dimensions will be.

A B
mxn nxp
_ mustbe _J

equal
dimensions
of product
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Properties of Matrix Multiplication

Let A, B, C be matrices of the sizes needed for the matrix multiplication
to be defined, and A is a 7 x n matrix.

1. (Associative) (AB)C = A(BC)

2. (Left Distributive) A(B + C) = AB + AC

3. (Right Distributive) - - -

4. (Identity for matrix multiplication) I,,A = AI,,
Warnings:

1. (non-commutative) In general, AB # BA.

2. (non-cancellation) AB = AC does not mean B = C.

3. (Zero divisors) AB = () does not mean that either A=0or B =0.
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Proof of the Associative Law

Let Abemxn, B= b Byl anxpandC=

matrix. Then,

BC=cby+-+ by,

-7
fin combin of cols of 13

A(BC) = Alerby + -+ + 5by)

=c14bi + -+ cpAb, (multiply by A is linear)

(lin combin of cols of AB)

Secton 2.1

The Associative Property

The associative property is (AB)C = A(BC). If C = &, then
(AB)Z = A(BZ)

Schematically:

Multiplication by AB

Multiplication by A

The matrix product ABZ can be obtained by either: multiplying by
matrix AB, or by multiplying by B then by A. This means that matrix

iplication cor to ition of the linear
transformations.

ABZ

Multiplication by B

— w

Bi
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Example

K

Give an example of a 2 x 2 matrix B that is non-commutative with A.



The Transpose of a Matrix

AT is the matrix whose columns are the rows of A.

Example
123 45"
010 20

Properties of the Matrix Transpose
1 (AT)T =
2. (A+B)T =

3 (rA)T =

4 (AB)T =
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Example

Define

a-f 3 o2y oo

00
30
009

Which of these operations are defined, and what is the result?

1. AB

2. 3C

w

A+3C
4 B%A
5. C*

6. CBT
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Matrix Powers

For any n x n matrix and positive integer k, A* is the product of k
copies of A.

AF=AA.. A
Example: Compute C%.

S o~
omno
oo o
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Additional Example (if time permits)

True or false:
1. For any I, and any A € R™*", (I, + A)(I, — A) = I,, — A%

2. Forany A and B in R, (A+ B)? = A2 + B2 + 2AB

Secton 21 Stde 100



2.1 Exercises

In Exercises 1 and 2, compute each matrix sum or product if it is -1 2 3 -4
defined. If an expression is undefined, explain why. Let S.A=| 5 4 -B=[_ 1
2 =3
2 0 =1 7 =5 1
A= , Bm= &
[4 -3 2] [1 —4 -3] [ 4 -2] -
| A S 5 -5 6. A=| =3 O.B-[4 ]
- . - -1
(1} o= 2] e=[3] X
l. =24, B=24, AC, CD 7. Ifamatrix A is 5 x 3 and the product AB is 5 x 7, what is the
size of B?
2. A+2B, 3C=-E, CB, EB
8. How many rows does B have if BC is a 3 x 4 matrix?
In the rest of this exercise set and in those to follow, you should 4
assume that each matrix expression is defined. That is, the sizesof 9, Let A = § A ...da-[ ‘5] What value(s) of
the matrices (and vectors) involved “match™ appropriately. K, if any, will AB = BA?
4 -1
3 um-[ ].Compchlz-Alnd(leM. 2 =3 g 4 § -2
5§ =2 10. LetA = 4 6.5- 5 S.MC-J 1|
4. Compute A =51y and (5I3)A, when Verify that AB = AC and yet B # C.
9 =1 3 N O 2 0 0
Am| =8 7 =31]. 1L LetA=|1 2 3|andD=|0 3 0. Com-
%y e L 45 0 0 5
pute AD and DA. Explain how the columns or rows of A
In Exercises 5 and 6, compute the product AB in two ways: (a) by change when A is multiplied by D on the right or on the left.
the definition, where Ab; and Abz are computed separately, and Find a 3 x 3 matrix B, not the identity matrix or the zero
(b) by the row—column rule for computing AB. matrix, such that AB = BA.
3 =6 £
12. Let A= o[- o . Construct a 2 x 2 matrix B such that
AB is the zero matnix. Use two different nonzero columns
for B.
Exercises 15-24 rbitrary ices A, B,and C for which

the indicated sums and products are defined. Mark each statement
True or False (T/F). Justify each answer.

15. (T/F) If A and B are 2 x 2 with columns a,.a,, and by b,,
respectively, then AB = [a,b;  aby).

16. (T/F)1f Aand Bare 3x3and B=[b, by by). then
AB = [Ab, + Ab; + Aby).

17. (TIF)E-choohnno(AB-sahuconinmonofthe

columns of B using weights from the ponding
of A.

18. (T/F) The second row of AB is the second row of A multi-
plied on the right by B.

19. (TIF)AB + AC = A(B +C)

20. (T/F) A" + B" = (A + B)”

(T/F) (AB)C = (AC)B

(T/F) (AB)” = ATBT

(T/F) The transpose of a product of matrices equals the

product of their transposes in the same order.

24. (T/F) The transpose of a sum of matrices equals the sum of
their transposes.

B EE

s wam[ L umtan =[] 2 1] i

the first and second columns of B.

26. Suppose the first two columns, b, and b, of B are equal. What
can you say about the columns of AB (if AB is defined)? Why?

27. Suppose the third column of B is the sum of the first two
columns. What can you say about the third column of AB?
Why?

28. Suppose the second column of B is all zeros. What can you
say about the second column of AB?

29. Suppose the last column of AB is all zeros, but B itself has
no column of zeros. What can you say about the columns
of A?

30. Show that if the columns of B are linearly dependent, then so
are the columns of AB.

31. Suppose CA = [, (the n x n identity matrix). Show that the
equation Ax = 0 has only the trivial solution. Explain why A
cannot have more columns than rows.

32. Suppose AD = I, (the m x m identity matrix). Show that
for any b in R™, the equation Ax = b has a solution. [Hint:
Think about the equation ADb = b.] Explain why A cannot
have more rows than columns.

33. Suppose A is an m x n matrix and there exist # X m matrices

Cand Dsuchthat CA = [, and AD = /. Provethatm = n
and C = D. [Hint: Think about the product CAD.]



Week Dates

In-Class Midterm 1 Review, Math 1554

1. Consider the matrix A and vectors 1;1 and 52. =

3
14 o -2 > -1
=(ae) 8- 5-()
If possible, on the grids below, draw

(i) the two vectors and the span of the columns of A,
(ii) the solution set of AZ = b;.

(iif) the solution set of AZ = by.

(1) 51, 52, column span

i) solution set Azx = by
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2. Indicate true if the statement is true, otherwise, indicate false. For the statements that are
false, give a counterexample.

true false  counterexample

a) If A € RM*Y has linearly dependent columns, then (O O
the columns of A cannot span RM.

b) If there are some vectors b € RM that are not in O
the range of T'(Z) = AZ, then there cannot be a
pivot in every row of A.

c) If the transform ¥ — A% projects points in R2 (O O
onto a line that passes through the origin, then
the transform cannot be one-to-one.

3. If possible, write down an example of a matrix with the following properties. If it is not
possible to do so, write not possible.

(a) A linear system that is homogeneous and has no solutions.

(b) A standard matrix A associated to a linear transform, 7. Matrix A is in RREF, and
T4 : R® — R* is one-to-one.



(c) A 3 x 7 matrix A, in RREF, with exactly 2 pivot columns, such that AZ = b has exactly
5 free variables.

4. Consider the linear system AZ = (_)'7 where

=5 1

1
A=1|0 3 |,b=
0 0

o= o
|
o oo

(a) Express the augmented matrix (A|b) in RREF.

(b) Write the set of solutions to AZ = b in parametric vector form. Your answer must be
expressed as a vector equation.
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"Your scientists were so preoccupied with whether or not they could,
they didn’t stop to think if they should.”

- Spielberg and Crichton, Jurassic Park, 1993 film
The algorithm we introduce in this section could be used to compute an
inverse of an n x n matrix. At the end of the lecture we'll discuss some of

the problems with our algorithm and why it can be difficult to compute a
matrix inverse.

Section 22 Slide 101

Topics and Objectives

Topics
We will cover these topics in this section.
1. Inverse of a matrix, its algebraic properties, and its relation to
solving systems of linear equations.
2. Elementary matrices and their role in calculating the matrix inverse.

Objectives
For the topics covered in this section, students are expected to be able to
do the following.

1. Apply the formal definition of an inverse, and its algebraic
properties, to solve and analyze linear systems.
Compute the inverse of an n x n matrix, and use it to solve linear
systems.

IN)

3. Construct elementary matrices.
Motivating Question
2 -1 0
Is there a matrix, A, such that [-1 2 —1| A =137
-1 2

Section 22 Side 102



Section 2.2 : Inverse of a Matrix

Chapter 2 Matrix Algebra

Math 1554 Linear Algebra

"Your scientists were so preoccupied with whether or not they could,
they didn't stop to think if they should.”

- Spielberg and Crichton, Jurassic Park, 1993 film
The algorithm we introduce in this section could be used to compute an
inverse of an n x n matrix. At the end of the lecture we'll discuss some of

the problems with our algorithm and why it can be difficult to compute a
matrix inverse.

The Matrix Inverse

Definition

A € R™*" s invertible (or non-singular) if there is a

C € R™*™ so that
AC =CA=1,.

If there is, we write C = A=,

Swctan22 S 103

Course Schedule

Topics and Objectives Cancelations due toinc wil kel esult in cancell.
Topics Von Tue wed e i
We will cover these topics in this section. Week Dates Lecture Stuio Lecture studio Lecture.

1. Inverse of a matrix, ts algebraic properties, and its relation to
Solving systems of linear equations 1owsvz 11 w1 12 w2 1
2. Elementary matrices and their role in calculating the matrix inverse.

2 uas-a Bk wsia 14 wsia1s
Objectives sz 17 w517 1 wsts 19
For the topics covered in this section, students are expected to be able to
do the following o w2z a1 wst921 BamiRedew  Concoled 22
1. Apply the formal defnition of an inverse, and its algebraic s 2324 w2224 25 ws2s 28
properties, to solve and analyze linear systems.
2. Compute the inverse of an n. x n matrix, and use it to solve linear PR, s 2901 Webs: a2
3. Construct elementary matrices.
7 am9-2m s wsa2 s 51

Motivating Question

2 -1 0 5 -3 52 Bom2Reiew  Conceled 53
Is there a matrix, A, such that [~1 2 1| A=1I3?
T 0 -1 2 9 am-us 53 wss3 55 wsss 61
0 I-as 6162 wss1 2 wsez 63
138322 Break Bresk bresk Brek break
12 25329 64 wssa cass wsea 65
1Boanas ss Wss566 Eam3 Revew  Cancolled  Pagefank
1 ws-anz 71 WePageRank 72 w7172 73
549 7374 ws7a 74 wsza 74

16 422-424 Lstlcwe  LstStdo Readng Period

v as-sn Tuesd

The Inverse of a 2 x 2 Matrix

There's a formula for computing the inverse of a 2 x 2 matrix

2 ngular if and only if

ad —be 0, and then

[ -atels

The 2 x 2 matrix [ b} is non-

Example
State the inverse of the matrix below.

29

Swcton22  Side 104
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The Matrix Inverse

A€ R™™ has an inverse if and only if for all 5 € R", A
has a unique solution. And, in this case, & = A~1.

Important: In applications, the entries of A are given in terms of units,
say deflection per unit load. Then A~ is given in terms of load per unit
deflection. (Always keep units in mind in applications.)

Example
Solve the linear system.

3oy +dws =T
521+ 63, =7
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An Algorithm for Computing A~!

If A€ R™", and n > 2, how do we calculate A™'? Here's an algorithm
we can use:

1. Row reduce the augmented matrix (4| ,,)

2. If reduction has form (I, | B) then A is invertible and B = A1
Otherwise, A is not invertible.

Example

01 2
Compute the inverse of [1 0 3f.
00 1
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Properties of the Matrix Inverse
A and B are invertible n x n matrices.
LA ) T=4
2 (AB)' = B-1A~" (Non-commutativel)
3 (A7) = (AT

Example
True or false: (ABC)™! = C~1B~141
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Why Does This Work?

We can think of our algorithm as simultaneously solving 7 linear systems:

AR =5
Ay =5,
Aitn =&,

Each column of A1 is A~1& = ;

There's another explanation, which uses elementary matrices.

S22 Side 108

1 0
0 0

N =

1 2
2093

| 10
| 01




Elementary Matrices

An elementary matrix, E, is one that differs by I,, by one row operation.
Recall our elementary row operations:

1. swap rows

2. multiply a row by a non-zero scalar

3. add a multiple of one row to another
We can represent each operation by a matrix multiplication with an
elementary ma

Theorem

Returning to understanding why our algorithm works, we apply a
sequence of row operations to A to obtain I,:

(Bi---BaExE)A=1,

Thus, Ex I,y s the inverse matrix we seek.

Our algorithm for calculating the inverse of a matrix is the result of the
following theorem.

Theorem

Matrix A is invertible if and only if it is row equivalent to the
identity. In this case, the any sequence of elementary row op-
erations that transforms A into /, applied to I, generates A~!

Example
Suppose
111 11
El-2 1 0/=03 2
0 01 oo

By inspection, what is £? How does it compare to I3?

Using The Inverse to Solve a Linear System

We could use A™! to solve a linear system,

Az =F

We would calculate A1 and then:

As our textbook points out, A~ is seldom used: computing it can
take a very long time, and is prone to numerical error.

So why did we learn how to compute A~'? Later on in this course,
we use elementary matrices and properties of A~ to derive results.
A recurring theme of this course: just because we can do something
a certain way, doesn't that we should,



2.

2 EXERCISES

Find the inverses of the matrices in Exercises 1-4.

1.

»

112 CHAPTER 2

13.

14.

15.
16.

17.
18.

19.

38. um:['

g A
[3 3]« 3]

Use the inverse found in Exercise 1 to solve the system

8x; +6x;= 2

5x) 4+ 4x; = —1

Use the inverse found in Exercise 3 to solve the system
8x) +5x, =-9

=Tx; —5x; = 11

o T N ) N N )
oon- 1]

a. Find A™', and use it to solve the four equations Ax = b,,
Ax =b,, Ax =b;, Ax =b,

b. The four equations in part (a) can be solved by the same
set of row operations, since the coefficient matrix is the
same in each case. Solve the four equations in part (a) by
row reducing the augmented matrix [4 b, b, b; by).

Use matrix algebra to show that if A is invertible and D
satisfies AD = I, then D = A™".

Matrix Algebra

If[A B]~---~[I X]. thenX = A~'B.

If A is larger than 2 x 2, then row reduction of [4 B] is much
faster than computing both A~" and A~'B.

Suppose AB = AC, where Band C are n x p matrices and A
is invertible. Show that B = C'.Is this true, in general, when
A is not invertible?

Suppose (B — C)D = 0, where B and C are m x n matrices
and D is invertible. Show that B = C.

Suppose A, B, and C are invertible n x n matrices. Show that
ABC is also invertible by producing a matrix D such that
(ABC)D =1 and D (ABC) = I.

Suppose A and B are n x n, B is invertible, and AB is invert-
ible. Show that A is invertible. [Hint: Let C = AB, and solve
this equation for A.]

Solve the equation AB = BC for A, assuming that A, B, and
C are square and B is invertible.

Suppose P is invertible and A = PBP~". Solve for B in
terms of A.

If A, B,and C are n x n invertible matrices, does the equation
C~'(A+ X)B™" = I, have a solution, X? If so, find it.

1 1

0 g
0 1 1 lj|.Consu'ucta4x2malm(D

using only 1 and 0 as entries, such that AD = I,.Is it possi-
ble that CA = I, for some 4 x 2 matrix C? Why or why not?

In Exercises 9 and 10, mark each statement True or False. Justify
each answer.

9. a. In order for a matrix B to be the inverse of A, both

equations AB = I and BA = I must be true.
b. If A and B are n x n and invertible, then A~'B~" is the
inverse of AB.

c. fA= [‘: S]andab—td # 0, then A is invertible.

d. If A is an invertible n x n matrix, then the equation
Ax = b is consistent for each b in R".
e. Each elementary matrix is invertible.

10. a. A product of invertible n x n matrices is invertible, and

the inverse of the product is the product of their inverses
in the same order.

b. If Ais invertible, then the inverse of A~ is A itself.

c. IfA= [‘; 3] and ad = bc, then A is not invertible.
d. IfAcan be row reduced to the identity matrix, then A must
be invertible.

e. If A is invertible, then elementary row operations that
reduce A to the identity 7, also reduce A~ to I,,.

Let A be an invertible n x n matrix, and let B be an n x p
matrix. Show that the equation AX = B has a unique solu-
tion A™'B.

11.

12. LetAbean invertible n x n matrix,and let Bbeann x p ma-

trix. Explain why A~' B can be computed by row reduction:

Find the inverses of the matrices in Exercises 29-32, if they exist.
Use the algorithm introduced in this section.

1 2 5 10
n[i 3] =[]
1 0 =2 1 =2 1
3. |-3 1 4 32. 4 -7 3
2 -3 4 -2 6 -4
33. Use the algorithm from this section to find the inverses of
0 0 1 0 0 o0
1 o <ig 1 : B B
1 1 1 10
1 1 1 1

Let A be the corresponding n x n matrix, and let B be its
inverse. Guess the form of B, and then prove that AB = [
and BA = 1.

34. Repeat the strategy of Exercise 33 to guess the inverse of
1 0 0 .- O
I 22 -0 0
A= 2 3 0 1. Prove that your guess is
1 2. 3 n
correct.
-2 -7 -9
35. letA=| 2 5 6 |.Find the third column of A~'
1 3 4



