
Math 1554 Linear Algebra Spring ’25

Handwritten Homework Assignments - Exploration for MATH 1554
For each assignment, complete the questions by hand on paper/tablet. Write neatly and use

complete sentences where necessary. You must submit original work, but y’all can share

ideas. Handwritten homework is due on Sunday in Gradescope; no late submissions accepted.

Week 1: Practice sketching in 2D and 3D. In R2, using the coordinates x1, x2, sketch the

following making a new sketch for each part (a)-(b):

(a) sketch two random lines in R2 and label each line with the equation de-

scribing it, and draw and label the point of intersection and at least one

other point on each line. Verify with a calculation that each point really

belongs to each line it is drawn on.

(b) sketch one random line and a parallel line and label each line with the

equation describing it, and again verify with a calculation that each point

really is on the line you say it is on.

In R3, using the coordinates x1, x2, x3, sketch the following making a new sketch for

each part (i)-(v):

(a) use the exact same equations from part (a) above in R2 above, but with

the variables x1, x2, x3 and understanding that the coefficient of x3 should

be understood to be zero; sketch the two planes and the line of intersec-

tion; for each plane/line draw at least two points with different x3-values;

check with calculations that your sketched points are on each object that

it belongs on;

(b) sketch the plane consisting of points satisfying the condition that x2 = 0

(the side wall), and sketch at least three non-colinear points;

(c) sketch the plane x3 = 0 and the plane x1 = 0 on the same axes, and sketch

and label the line of intersection of these two planes;

(d) sketch a line which passes through the origin which is not contained in any

of the three coordinate planes, include and label at least three points on

the line, you do not have to label the line;

(e) sketch the plane defined by x1+x2+x3 = 1, include and label at least four

points in this plane no three of which are colinear, and at least one of the

points should not lie in any of the coordinate axes or coordinate planes.

Main idea: In each problem, you are practicing drawing an accurate, representative

graph of the plane (or line) of points which satisfy the given equation in the variables

x1, x2, and x3, and including a few points on the geometric object (plane/line), and

verifying with a calculation that your point really belongs to the object on which it

has been drawn.
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Week 2: Practice with span, linear combination, and inconsistent systems. (a) Choose two

vectors v⃗, w⃗ in R2 and a third vector b⃗ also in R2, and express b as a linear combination

of v, w by finding scalars c1, c2 such that c1v⃗+c2w⃗ = b⃗. Sketch the situation in R2 with

an illustration that uses the parallelogram rule and verify with calculations that b⃗ is

really a linear combination of v⃗ and w⃗. (b) Repeat part (a) with new vectors in R3

such that the augmented matrix [v⃗ w⃗ | b⃗] gives a consistent system, again illustrating

by graphing but this time in R3. (c) Why is it harder to find a consistent system for

part (b) compared to part (a)? Explain your idea(*) clearly using complete sentences.

Note(*): we are looking for something different than “it is harder to draw things in

three dimensions” here - try to explain why finding a consistent system is harder for

part 2 compared to part 1.

Warning!

please note: Your submissions for this and future exploration assignments need to

contain vectors which are general looking. Choosing vectors which are scalar multiples

of

[
1

0

]
,

[
0

1

]
, or

10
0

 ,

01
0

 ,

00
1

, or have too many zeros or ones, or are otherwise too

simple and miss the point of the exploration will receive a deduction of points.

Please, do not ask on Piazza if your vectors are general enough to get full credit. The

explorations are assignments which require you to make a judgement call, to explore

a particular concept of the course and not to come up with the simplest example

which satisfies the minimum requirements of the assignment.

Week 3: Learn some basics of MATLAB.

See Sal’s website for links to the Exploration 3 - MATLAB #1 Instructions.

(requires MATLAB installation or MathWorks access to MATLAB online - see Sal’s

website for installation instructions/guides)

Week 4: Propositional logic. This week we will explore the basics of propositional logic in

order to help develop some framework to practice True/False questions when studying

for the exam. The assignment this week is to complete the three questions Q1, Q2,

Q3 and upload to Gradescope. The additional (non-question) text is just to help you

understand the assignment.

Let’s start with the main definitions:

https://sbarone7.math.gatech.edu/ma1554s25.html
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Definition: Amathematical statement (aka, a proposition) is a sentence which

is either true or false.

Each of the following are statements; they can be true or false, depending on the

choice of vectors and/or matrices in each statement.

1. Ax⃗ = b⃗ is consistent.

2. [A | b⃗] is row equivalent to [C | d⃗].

3. Ax⃗ = 0⃗ has a non-trivial solution.

4. The columns of A are linearly dependent.

5. T (x⃗) = Ax⃗ is onto.

For example, the first statement (1.) is true if A =
[
1 0
0 1
0 0

]
and b⃗ =

[
1
2
0

]
, but this

statement is false if A =
[
1 0
0 1
0 0

]
and b⃗ =

[
1
2
3

]
.

Q1: You try it! Pick one of the other statements (2.)-(5.) above and come up with

choices for the vectors/matrices that make the statement true, and choices that make

the same statement false. Check with calculations that your example works for each.

Note: please write the problem statement of the problem you are solving, to help the

grader.

Statements can be combined in a variety of ways to create new statements, using for

example and, or, or implies.

For example, each of the following are statements. (connecting word highlighted for

emphasis)

6. [A | b⃗] is row equivalent to [C | d⃗] and Ax⃗ = b⃗ is consistent.

7. Ax⃗ = 0⃗ has a non-trivial solution or T (x⃗) = Ax⃗ is onto.

8a. The columns of A are linearly dependent implies Ax⃗ = 0⃗ has a non-trivial solution.

8b. If the columns of A are linearly dependent, then Ax⃗ = 0⃗ has a non-trivial solution.

The most common way that an implies statement is written is to use if and then.

The statements (8a.) and (8b.) say exactly the same thing using different wording.
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An implication statement is true whenever knowing that the “if part” is true forces

the “then part” to also be true. So (8a.) is a true implication because whenever the

columns of A are linearly dependent there is a free variable in the system Ax⃗ = 0⃗,

and assigning a non-zero value to the free variable gives a non-zero x⃗ which satisfies

Ax⃗ = 0⃗.

On the other hand, an implication statement is false if for some choice making the

“if part” true, the “then part” is false. For example consider the following false

implication.

9. If Ax⃗ = b⃗ and Ay⃗ = b⃗, then A(x⃗+ y⃗) = b⃗.

This implication is false because there is a counterexample for which the first part is

true, but the second part is false. For example, choosing A = [ 1 1
1 1 ] and b⃗ = [ 33 ] we

see that x⃗ = [ 12 ] and y⃗ = [ 30 ] both satisfy Ax⃗ = b⃗ and Ay⃗ = b⃗, but x⃗+ y⃗ = [ 42 ] and so

A(x⃗+ y⃗) = [ 66 ] (and [ 66 ] is not b⃗).

Q2: You try it! Select any one true and any one false true/false question from any

of the practice exams that use implies (aka an if-then statement). For each of the two

problems, identify the propositions in the problem (the “if part” and the “then part”).

If the implication is false, provide a counter-example with explanation/calculations to

show why it works. If the implication is true, give a short general∗ explanation using

precise and correct terminology from class. (∗ a short general proof - not an example)

Note: please write the problem statement of the problem you are solving, to help the

grader.

Finally, some statements can have one or more mathematical quantifiers. There

are two kinds of mathematical quantifiers, which are the universal quantifier for all

(aka for every), and the existential quantifier for some (aka there exists).

For example, each of the following statements has a quantifier. (quantifier highlighted)

10. If Ax⃗ = b⃗ is consistent for some b⃗ ∈ Rm, then A has a pivot in every row.

11. If A does not have a pivot in every column and T (x⃗) = Ax⃗, then for every x⃗1 and

x⃗2 with x⃗1 ̸= x⃗2 we have that T (x⃗1) = T (x⃗2).
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Q3: You try it! In (10.) and (11.) identify the propositions in each problem. The

implications (10.) and (11.) are both false; provide a counterexample to one of the

implications. Give a short description (one or two short sentences) as to why your

counterexample works, and verify any assertions you make with calculations.

Note: please write the problem statement of the problem you are solving, to help the

grader.

Hint: For (10.) a counterexample will be a matrix A and a vector b⃗ such that Ax⃗ = b⃗

is consistent, but A does not have a pivot in every row.

Hint: For (11.) a counterexample will be a matrix A that does not have a pivot

in every column, and such that there exist vectors x⃗1 and x⃗1 such that x⃗1 ̸= x⃗2 and

T (x⃗1) ̸= T (x⃗2).

Week 5: More true/false practice. Consider the following problems from Exam 1.

1. 1(a)vi T/F (Spring ’25)

If u⃗ and v⃗ are both solutions to an inhomogeneous system Ax⃗ = b⃗, then the vector

u⃗+ v⃗ is also a solution to Ax⃗ = b⃗.

2. 1(a)v T/F (Spring ’23)

If A is size 3 × 4 and none of the rows of A consist entirely of zeros, then A has 3

pivots.

3. 1(a)v T/F (Fall ’23)

If {v⃗1, v⃗2} is a linearly independent set of vectors, then span{v⃗1, v⃗2} = span{v⃗1 +
v⃗2, v⃗1 − v⃗2}.

4. 1(b)i T/F - modified (Spring ’25)

If the system Ax⃗ = b⃗ is inconsistent, then there is not a pivot in the last row of the

REF of the coefficient matrix A.

5. 1(a)ii T/F (Spring ’24)

If the linear transformation T (x⃗) = Ax⃗ is one-to-one, then Ax⃗ = b⃗ has a unique

solution.

For each of the true/false and possible/impossible problems above do all of the fol-

lowing (i)-(iii).
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(i) Write the problem and provide the answer.

(ii) (*)Complete rule #1: do one example which either demonstrates that

the statement is satisfied (an example which shows that the statement could

be true) or that the statement is not satisfied (a counter-example which

shows that the statement must be false). For example, for (1.) you would

need to find a matrix A, and vectors v⃗, w⃗, b⃗ so that v⃗ and w⃗ are solutions

to Ax⃗ = b⃗ and then check if v⃗− w⃗ is a solution to Ax⃗ = 0⃗ or not. For your

example, say whether your example was a counter-example or not.

(iii) Identify the relevant definitions in the statement. For example, for (2.)

you need to define (a) size of a matrix, and (b) what a pivot is. You must use

the precise definition from the textbook/lecture, here. Do not summarize

or provide some intuitive definition! I want the textbook definition.

(*) Note: For part (ii), your example does not have to be a counter-example if the

statement is false. Just do any example.

Finally, create two new problems, Problem (6.) and Problem (7.): for each new

problem pick one of the five problems above and modify it in some way. For example,

you can change the premise of an implication or its conclusion (e.g., change onto with

one-to-one, change linearly independent with linearly dependent). Another option

would be to change the order of the implication by swapping the if-then statements,

or negating either the if-part, or the then-part, or both.

Repeat steps (i)-(ii) for problems (6.) and (7.) and indicate which of the two problems

(1.)-(5.) you are modifying.


